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Character recognition

Example 2.8 A Hebb net to classify two-dimensional input patterns (representing letters)

A simple example of using the Hebb rule for character recognition involves training
the net to distinguish between the pattern **X'* and the pattern **O". The patterns
can be represented as
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L # L # # .. . #
S and # .. . #
. # L # . # .. . #
#. .. # T
Pattern 1 Pattern 2

To treat this example as a pattern classification problem with one output class,
we will designate that class **X™ and take the pattern ‘O to be an example of
output that is not **X.”

The first thing we need to do is to convert the patterns to input vectors. That
is easy to do by assigning each # the value 1 and each **.”” the value — 1. To convert
from the two-dimensional pattern to an input vector, we simply concatenate the rows,
i.e., the second row of the pattern comes after the first row, the third row follows,
ect. Pattern 1 then becomes
}P-1-1-1L,-11-11~-1,-1-=11-=1-=1,-11-11 -1,

1 -1-1-11,
and pattern 2 becomes

-rrrr-,1-1-1-1,1=-1-1-10,1-1-1-11,-1111 -1,

where a comma denotes the termination of a line of the original matrix. For computer
simulations, the program can be written so that the vector is read in from the two-
dimensional format.
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